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Abstract— We investigated the possibility of adding a wide-
angle converter lens on top of an existing mobile phone camera to
provide a 360 degree image of the surroundings of the phone. The
motivation behind this work is a possibility of a video stream
from a meeting where every participant would be imaged at the
same time with sufficient resolution, eliminating the need for
separate conferencing equipment. While it is true that the same
could be achieved with a fish-eye lens, we believe that our
solution is unique and has certain advantages over the fish-eye
lens in manufacturing and also in specific imagery cases.

Keywords— Omnidirectional imaging, panoramic lens, mobile
phone add-on device, mass production

I. INTRODUCTION

Omnidirectional imaging is a well-established imaging
optics area, where multiple approaches are used to solve
problems related to the large field size, attaining sufficient
resolving power while keeping the distortion well under control
to name a few. Additionally, ease of manufacturing is also an
important consideration, which usually means to reduce the
number of components.

Typically, objectives having larger fields of views are
divided on to two separate branches, objectives yielding a
rectilinear image and curvilinear image. Rectilinear image is
typically the case for photographic wide-angle objectives.
Currently for a 35 mm sensor, shortest marketed focal length is
about 12 millimeters, resulting in a diagonal field of view of
about 122 degrees. For smaller sensor sizes, 141 degree field of
view objectives are available, but not much more than that are
available on the consumer markets.

One important point is to note that for the 35 mm sensor, 12
mm focal length has the aperture ratio of 4.5, which is a
relatively slow lens. Additionally, the object surface of the
rectilinear is a flat plane if the field curvature is kept at low
levels. So, for a rectilinear lens in the absence of distortion, the
relation between the field angle and the image height is given
by

h =f*tan(0) (1

Here h is the image size, f is the focal length and theta is
the field angle. Given the tangential relationship between the
image size and the field angle, it is seen that image size
approaches infinity if theta approaches 90 degrees. In other
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words, it is not physically possible to provide rectilinear image
for field angles greater than 180 degrees, and there must be
distortion included. While there is several different distortion
mapping methods, the most common is the equi-distance angle
mapping, described by (2).

h=f*0 )

Here h is the image height, f is the focal length and theta is
the corresponding field of view. Now, it is apparent that with
this mapping, there is a linear correspondence between the field
angle and the image height.

The most typical objective providing curvilinear image is a
fish-eye lens, though there are more optical constructs here as
same applications require greater fields of views than possible
with rectilinear objectives. Another typical approach,
specifically in autonomous devices, is to have a standard
machine vision objective and a convex mirror in front of it to
expand the field of view [1, 2, 3, 4]. This approach yields a
rather large field of view, but results typically large mirror
sizes.

In optical design, an optical system consisting of refractive
and reflective surfaces is called catadioptric, and the above
mentioned camera lens and a mirror combination is one
example of it. The distortion in these optical constructs is
measured against the mapping provided by (2), and differs
considerably from the distortion measured against (1).

Recently, some authors have investigated the possibility of
using rotationally symmetric catadioptric lenses where the
mirror in the front element is split to two or more surfaces to
reduce the size of the system [5, 6]. At this point, it is
important to consider also the typical object surface in the
curvilinear objectives. A fish-eye lens has a spherical object
surface, and the fact that fish-eye lenses distort straight lines
can be attributed to this fact. For mirror and objective lens
combinations, the object surface is curved, but the exact shape
of the surface may be closer to a hyperboloid or a paraboloid.
The difference from the cylindrical object surface is usually
negligible, but may become important when using faster
aperture ratios with corresponding drop in the depth of field.

It should be mentioned that in catadioptric constructs, the
middle part of the image contains the shadow of the objective
itself, and therefore cannot be used. In catadioptric systems
employing multiple reflective surfaces, it is possible to have a



cylindrical object surface, which is beneficial in the mobile
conferencing application. It is our judgment that this
configuration is closest to our imaging case from the listed
wide-angle constructs.

Additionally, the application does not require visualizing
large vertical fields of views; when the mobile phone add-on
device is placed on the conference table, the upper body of the
average participant is visible in about 30 degrees vertical field
of view at the distance of 1.5 meters if the participant is sitting.
The problem is the camera module in a mobile phone is
designed to see directly upwards, and not sideways as would be
needed in this application, and for that we propose a
catadioptric add-on piece to be placed on the mobile phone
camera.

II.  DESIGN OF THE OMNIDIRECTIONAL LENS SYSTEM

There is a myriad of different cameras in the mobile
phones, and it is equally difficult to find public information on
the construct of them, or their optical performance. These
quantities cannot be measured from the photos of the mobile
phone, as it is very likely that software correction is used for
some optical aberrations. For this reason, authors decided to
use a paraxial thin lens model for the mobile phone camera,
and design the rest of the system in accordance with it to
provide best possible commonality.

Our approach was to select a focal length of 5 millimeters
and an F-number of 2.8, which by (1) would result in an image
size of 6 millimeters with 60 degrees field of view, which we
estimate, is close enough to the actuality. The aperture stop of
the mobile phone camera lenses is usually ahead of all lens
elements, yielding a short camera, a desirable property for
mobile phones. Assuming that the sensor has a 4:3 form factor,
it is relatively simple to calculate the shorter side length of the
sensor, yielding 3.6 millimeters. Due to resulting circular
symmetry, the entire image has to stay within this 3.6
millimeter diameter. If the sensor size is too small, some
information on the lower angles (closest to horizontal plane)
would be lost. If the image is too small with respect to this
sensor size, then some information will be lost since not all
pixels will be used by the image.
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Fig. 1. Designed omnidirectional sensor with a thin lens objective.
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The design path leading to the realized system (Fig. 1) is
relatively complicated, but for a short review, a single mirror
added on top of the phone camera lens does not work very well
due to size and support mechanics, additionally the mirror
shape tolerances may become prohibitive in mass production.
One design step has been formerly published in [7].

For image quality reasons, the single mirror surface was
split onto two reflective surfaces and instead of using air in the
intermediate material, we selected optical plastic Zeonex
E48R, which would enable us to do a single piece construction
with the later possibility of injection molding. The side effect
of this decision is that two additional refractive surfaces are
needed to enclose the volume, and these surfaces can then be
used in aberration control.

It was also discovered that due to the nature of the
application, an additional corrective lens had to be placed in the
optical path to control the imaging quality, without this lens, it
was not possible to achieve sufficient drawing capability on the
design phase. Our more recent work in this field hints that this
lens may not be necessary on all cases.

The design performance of the realized optical system is
listed on Table 1.

TABLE L DESIGN PARAMETERS OF OMNIDIRECTIONAL SYSTEM
Light collection power F/3.1
Focal length® 1 mm
Vertical field of view" 35°
Resolution 100 Ip/mm
Add-on piece diameter 35 mm
Add-on piece height 25 mm

* Focal length is given by the best fit of distortion to the mapping function (2).

b Vertical field of view is measured from the horizontal plane in this case. 35 degrees is measured from
the horizontal plane. The vertical field of view is thus limited between 55 degrees and 90 degrees
from the vertical axis.

The design was then sent for single point diamond turning,
manufacturer being Kaleido Technologies from Denmark.
Total of two add-on pieces with complete optics were
manufactured.

III.  NOTES ON THE DESIGN

Little information is published on how to actually design
these types of catadioptric omnidirectional lenses, despite a
couple of related patents [6, 8-14], authors are only aware of
work done by Gimkiewicz et al [5] where the lens was
fabricated and measured. Of the patents, only in [11] the
optical performance curves are disclosed. For single mirror
surfaces, the theoretical and practical understanding is better
documented [1-4]. As to this date, authors are not aware that
there would be ready off-the-shelf components of these lenses
available on the markets.

From the design point of view, it is clear by looking at
Figure 1, that this type of an add-on piece will always have a



reflective conical surface somewhere in it. This surface cross-
couples the tangential and sagittal optical power, and leads to
several design complications. Unlike, for example, with a fast
and slow axis cylindrical lenses used in fiber coupling, this
case a single change in either the diameter of the cone or the
apex angle of the cone will cause changes in both the tangential
and sagittal performance of the system. This leads to the
conclusion that the configuration is prone to astigmatism
(differing spot sizes regarding tangential and sagittal axes) and
coma (comet like appearance of the spot), and the job of the
optical design is to minimize these effects as well as possible.

Additionally, some care should be placed on the control of
the lateral color, while there are two reflective surfaces on the
optics that do the majority of the work, there are still two
refractive surfaces that contribute on the lateral color
characteristics. By looking in Table 1, it is also seen that the
aperture ratio has slightly decreased from the original F/2.8 of
the camera phone. This is attributed to two factors, first is that
the conical surface functions as a convex mirror, and spreads
light. The light must then be collected by the rest of the optics,
and still provide sufficient correction over the field of view.

Additionally, a length restriction was placed so that the
supporting structure of the add-on piece would not protrude far
from the mobile phone, and this is accomplished by having the
beam of light slightly diverge when it enters the lens. This is
equivalent of having a closer focus, and this changes the
working aperture ratio slightly.

In our work related to omnidirectional lenses, we have not
been able to keep the original aperture ratio throughout the
system and because of the reasons listed above; we are yet to
find a way to keep the original aperture ratio and still provide
sufficient image quality. It is our experience from the design
that the objective lens after the omnidirectional lens should
have its aperture stop as close as possible to the add-on
package. This eases the design work considerably, but also
tends to limit this optical construct for smaller sensor sizes;
common larger sensor objectives (e.g. C-mount) typically use
structures derived from Double Gauss design, which makes the
design more difficult because of the preceding lens elements
can affect the beam more before the aperture stop.

IV. PERFORMANCE ANALYSIS

This section is devoted to the analysis of the simulated
performance curves. The reason for this is simply that there are
too many unknowns to reliably attribute each change in the
measured performance to a single factor. These unknown
factors are, for example, the mobile phone camera and the
sensor themselves. Some experimental difficulty arose from
the fact that the mobile phone mount itself was not correctly
aligned with the optical axis of the camera and we could not
correct this mechanically. As a result, there is a slight
blurriness in one corner.

Some manufacturing technique related complications arose
as well; diamond turning produces a periodic structure on the
optical surface, which leads to slight diffraction effects that
make characterizing some of the performance parameters
difficult, specifically Modulation Transfer Function (MTF) is
affected.
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Figure 2 is the optical path difference (OPD) graph with
respect to the normalized pupil coordinates for three different
field angles. The graph with respect to pupil x-coordinate is
symmetric, but shows different wavelengths (Fraunhofer F, d
and C lines) at different places and the curve is typically of
fourth order by nature. This means that there is some residual
chromatic aberration left, and that in this direction, the major
contributing aberration is spherical aberration. There is
between -0.5 to 1.5 waves of it remaining, curiously the
maximum of wavefront error in the pupil x-direction is
achieved at the intermediate field angle, 17.5 degrees from the
horizontal plane. The left side of the graph shows the
wavefront error with respect to pupil y-coordinate, and this
graph is non-symmetric. Third order functional behavior hints
at coma being the worst offender along this axis, along with
color aberrations. Reader is asked to note the scale of the
graphs; the wavefront error is seen to start from -1.5 waves to
2.5 waves, about two times more than in the x-direction.

The fact that the graphs also differ in x- and y-axes tells
that astigmatism is present. Despite all this, the correction is
sufficient to achieve 100 Ip/mm resolving power after
tolerances. We would like to point out that the minimum in y-
direction aberration is actually achieved in the same
intermediate field angle as the x-direction achieves its
maximum and they are about the same, which hints that the
spot will be close to circular within this field angle and this is
indeed the case.
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Fig. 2. Optical Path Difference graphs along pupil x- and pupil y-directions

The graph of lateral color is presented in Fig. 3. The
behavior of lateral color is even in the respect that it never
changes its sign. The designed maximum error of about 5.7 um
equals about 2 pixels in this class of camera phones, and during
the usage in general photography, we did not find the lateral
color itself being present in the photographs. However, much
bigger deviation in color graphs is attributed to the diamond
turning grooves, which do produce rainbow patterns on the



proximity of areas with high contrast differences. In our
measurements, we found the period of the grooves to be around
6 um, and their amplitude was about 20 nm, surface roughness
(Rq) value was measured to be around 30 nm RMS with a
white light interferometer. Little information on modeling the
diamond turned grooves in optics is publicly available [15],
and the estimation of their effect on the total performance is
comparatively difficult.

Lateral color as a function of field angle
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Fig. 3. Lateral color as a function of field angle

The field angle versus the position on sensor graph and the
calibrated distortion graph are represented in Figs. 4 and 5.

Position on the sensor as a function of field angle
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Fig. 4. Position on the sensor as a function of field angle for 1 mm fish-eye

lens given by (2) and the actual realized system.

Calibrated distortion as a function of field angle
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Fig. 5. Calibrated distortion with respect to 1 mm focal length equi-distance
projection lens as a function of field angle.
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The distortion graph has been calculated using (3),

H_V(H) - Hm(g)

D(B) = 1.@)

+100 %
3)

Here Hy is the nominal position for a field angle given by
(2), and Hy, is the actual measured position. The best fit focal
length can be obtained from by minimizing the error between
measured data and the positions given by (2). Thus our optical
omnidirectional camera system has an equivalent focal length
of one millimeter to the equi-distance mapping fish-eye lens. It
can be seen from the Fig. 2 that there is a departure from the
nominal position, resulting the calibrated distortion being
between -15 % and + 10 % values depending on the field
angle. The authors believe that this kind of lens allows different
kind of control on the distortion characteristics, which may be
of advantage on some cases.

V. DISCUSSION

A proof-of-concept omnidirectional lens was designed and
manufactured, and the overall design was found to be
functional and feasible with regards to manufacturing. Several
manufacturing issues were discovered, including uncertainty
with regards to the mobile phone camera, but the most serious
of them were related to the diamond turning process itself, and
are expected to be remedied in the injection molding process
which uses super polished master elements.

For future work, we are already preparing a new run of the
optics which doubles the vertical field of view, and uses 7 mm
diagonal sensor with custom made objective lens. In this case,
we are able to eliminate the uncertainty regarding the exact
type of the objective lens and optical alignment, but no
measurement results are available, but we look forward on
reporting them in the future as they become available.
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